
Asian Research Journal of Mathematics

18(8): 22-34, 2022; Article no.ARJOM.88635

ISSN: 2456-477X

On the Restrained Cost Effective Sets of Some Special
Classes of Graphs

Darwin P. Mangubat a and Isagani S. Cabahug, Jr. a∗

aMathematics Department, College of Arts and Sciences, Central Mindanao University, Musuan,

Maramag, Bukidnon.

Authors’ contributions

This work was carried out in collaboration between both authors. Both authors read and approved
the final manuscript.

Article Information

DOI: 10.9734/ARJOM/2022/v18i830395

Open Peer Review History:

This journal follows the Advanced Open Peer Review policy. Identity of the Reviewers, Editor(s)
and additional Reviewers, peer review comments, different versions of the manuscript, comments

of the editors, etc are available here: https://www.sdiarticle5.com/review-history/88635

Received: 17 April 2022

Accepted: 21 June 2022

Original Research Article Published: 22 June 2022

Abstract

Let G be a nontrivial, undirected, simple graph. Let S be a subset of V (G). S is a restrained cost
effective set of G if for each vertex v in S, degS(v) ≤ degV (G)rS(v) and the subgraph induced
by the vertex set, V (G) r S has no isolated vertex. The maximum cardinality of a restrained
cost effective set is the restrained cost effective number, CEr(G). In this paper, the restrained
cost effective sets of paths, cycles, complete graphs, complete product of graphs and graphs
resulting from line graph of graphs with maximum degree of 2 were characterized. As a direct
consequence, the bounds or exact values for the restrained cost effective number were determined
as well.
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1 Introduction

The notion of cost effective set is one of the recent trends in Graph Theory. This set compares the
degree of each vertexvwith respect to this vertex subset and its complement such that the degree
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of a vertex in a vertex subset is at least as much in the complement. It was first introduced by
Hedetniemi and first called it as unfriendly partition of a graph. It was utilized to generate a
self-stabilizing algorithm for two disjoint dominating sets in a graph [1]. The following study of
Haynes and Hedetniemi formally coined the term, cost effective sets, as a basis for cost effectivity
of servers to clients in a computer network. Consequently, various variations of this set have been
made in the recent years. Among of them are the very cost effective sets [2], the upper distance
k-cost effective set that depicts the maximum cardinality of a distance k-cost effective set [3], and
the cost effective dominating set of graphs [4].

On the other hand, the concept of restrained sets is introduced in 1999 by Hedetniemi et. al. A
restrained set refers to a set where the subgraph induced by the complement of this set does not
contain any isolated vertices. This sets are both defined for both connected and disconnected graphs.
Furthermore, restrained sets is renowned from the domination of graphs as one of its parameter
variations [5].

In this paper, we combine these two ideas to have a restrained cost effective set [6], [7]. Features
for a restrained cost effective set to be defined on some special classes of graphs are formulated.
Graphs considered in this study are the path Pn, cycle Cn, complete graph Kn, graphs resulting
from the complete product between a trivial graph and connected graphs with maximum degree of
2, graphs resulting from the complete product between two empty graphs, and the line graph of
connected graphs with maximum degree of 2. Moreover, bounds or exact values for the restrained
cost effective number CEr(G) were derived. The restrained cost effective number refers to the
maximum cardinality of a restrained cost effective set for a given graph [8],[9],[10],[11].

All graphs stated here are simple, connected, and undirected. The graph operations involved in
this paper are limited to line graph, Lk(G), and complete product of two graphs.

2 Preliminary Notes

For the sense of formality, we present below the definition of the concepts to be discussed on this
paper.

Definition 2.1. [1] Let G be a nontrivial, undirected, simple graph. A nonempty subset S of V (G)
is a cost effective set of G, if for every v ∈ S, |N(v)∩S| ≤ |N(v)∩V (G)rS|. The cost effective
number of G, denoted by CE(G), is the maximum cardinality of a cost effective set of G.

For brevity, we denote |N(v)∩S| as degS(v) which is the degree of a vertex v in G with respect to
a vertex subset S and |N(v) ∩ V (G) r S| as degV(G)rS(v) which is the degree of a vertex v in G
with respect to a vertex subset V (G) r S on the rest of the discussions.

Fig. 1. An example of a cost effective set
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Furthermore, CE(G) = 3 from finding all maximum cost effective sets shown by the shaded vertices
of the graph,

Fig. 2. The maximum cost effective sets of a graph

Definition 2.2. Let G be a nontrivial, undirected, simple graph. A nonempty subset S of V (G) is a
restrained cost effective set of G if it is a cost effective set and the subgraph induced by V (G)rS
has no isolated vertices. The restrained cost effective number of G, denoted by CEr(G), is the
maximum cardinality of a restrained cost effective set of G.

Fig. 3. An example of a restrained cost effective set

The shaded vertices above shows a restrained cost effective set of a graph. The subgraph induced
by the set, V (G) r S is a cycle of order 3 having no isolated vertices. Moreover, CEr(G) = 3 since
the shaded vertices are the only maximum restrained cost effective set for the graph.

The definitions for the graph operations of graphs utilized in this study are given below.

Definition 2.3. [12] Let G be a connected graph. The line graph of G, denoted by L(G) is a
unary graph operation where V (G) can be put in a one-to-one coresspondence to E(G) in such a
way that two vertices in L(G) are adjacent if its corresponding edges of G are adjacent. Also,
V (L(G)) = E(G).
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Fig. 4. The line graph of graph G

Definition 2.4. [12] Let G and H be graphs. The complete product or the join of G and H,
denoted by G ∨H, is a graph having a vertex set V (G ∨H) = V (G) ∪ V (H) and edge set,

E(G ∨H) = E(G) ∪ E(H) ∪ {v0v1 : v0 ∈ V (G), v1 ∈ V (H)}

Fig. 5. The complete product of P3 and C4

3 Main Results

The main results of this study is divided into three parts. The first one provides the characterization
of a restrained cost effective set for the considered graphs.

3.1 The restrained cost effective set of some special classes of graphs

Theorem 3.1. Let Pn be a path of order n ≥ 3 with V (Pn) = {v0, v1, ..., vn−1}. Let S be a nonempty
subset of V (Pn). Then S is a restrained cost effective set of Pn if and only if the following hold:

(i) For each vi ∈ S, i 6= 1 and i 6= n− 2.

(ii) Every component of 〈S〉Pn is an isolated vertex or P2.

(iii) For any two distinct vertices, u, v in S, (N(u) r S) ∩ (N(v) r S) = ∅.

Proof : Let a nonempty subset S of V (Pn) be a restrained cost effective set of Pn. Suppose vi ∈ S
such that i = 1 or i = n − 2. Then vi is adjacent to v0 or vn−1. This implies that 〈V (Pn) r S〉Pn

has an isolated vertex v0 or vn−1. This is a contradiction to the assumption on S. This implies
that vi /∈ S for i = 1, n− 2. Hence, v ∈ S when i 6= 1 and i 6= n− 2.

Now, suppose 〈S〉Pn has a component that is not an isolated vertex and not P2. This indicates that
〈S〉Pn has a component of path Pn of order n ≥ 3. This implies that at least one vertex in S, say
u ∈ S, is not adjacent to any vertices of V (Pn) r S. So, degS(u) = 2 > 0 = degV (Pn)rS(u) which
is a contradiction. Hence, the components of 〈S〉Pn are either an isolated vertex or P2.
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Lastly, suppose there exist distinct vertices u and v such that (N(u) r S) ∩ (N(v) r S) 6= ∅. Then
these vertices are incident to two edges having a common vertex in V (Pn) r S. Let this vertex
be x. Note that 〈V (Pn) r S〉Pn has an isolated vertex, exactly x. This is a contradiction on the
assumption for S. Hence, u, v ∈ S when (N(u) r S) ∩ (N(v) r S) = ∅.

For the converse, it immediately follows. �

Theorem 3.2. Let Cn be a cycle with V (Cn) = {v0, v1, ..., vn−1}. Let S be a nonempty subset of
V (Cn). Then, S is a restrained cost effective set of Cn if and only if the following hold:

(i) Every component of 〈S〉Cn is an isolated vertex or P2.

(ii) For any two distinct vertices, u, v in S, (N(u) r S) ∩ (N(v) r S) = ∅.

Proof : Let a nonempty subset S of V (Cn) be a restrained cost effective set of Cn. Suppose 〈S〉Cn has
a component that is not an isolated vertex and not P2. This indicates that 〈S〉Cn has a component
of path Pn of order n ≥ 3. This implies that at least one vertex in S, say vk ∈ S, is not adjacent
to any vertices of V (Cn) r S. So, degS(vk) = 2 > 0 = degV (Cn)rS(vk) which is a contradiction.
Hence, the components of 〈S〉Cn are either an isolated vertex or P2.

Now, suppose there exist distinct vertices u and v such that (N(u) r S) ∩ (N(v) r S) 6= ∅. Then
these vertices are incident to two edges having a common vertex in V (Cn) r S. Let this vertex be
vk. Note that 〈V (Cn) r S〉Cn has an isolated vertex, exactly vk. This is a contradiction on the
assumption for S. Hence, v, u ∈ S when (N(v) r S) ∩ (N(u) r S) = ∅.

For the converse, it follows immediately. �

Theorem 3.3. Let Kn be a complete graph with n ≥ 4 and S be a nonempty subset of V (Kn). S
is a restrained cost effective set of Kn if and only if 1 ≤ |S| ≤ ∗n

2
.

Proof : Let S be a restrained cost effective set of Kn. Then, for each v ∈ S, degS(v) ≤ degV (Kn)rS(v).
If |S| = 1, then degS(v) = 0 ≤ n − 1 = degV (Kn)rS(v). Clearly, |S| ≥ 1. Next, we show
that |S| ≤ ∗n

2
. In contrary, suppose |S| > ∗n

2
. Then, for each v ∈ S, degS(v) ≥ ∗n

2
and

degV (Kn)rS(v) ≤ ∗n
2
− 2. This implies that degS(v) > degV (Kn)rS(v). A contradiction to the

assumption on S. Thus, |S| ≤ ∗n
2

. Therefore, 1 ≤ |S| ≤ ∗n
2

.

Conversely, suppose 1 ≤ |S| ≤ ∗n
2

. It suffices to show that if |S| = 1 or |S| = ∗n
2

, then S is a
restrained cost effective set. Now, if |S| = 1, then degS(v) = 0 ≤ n−1 = degV (Kn)rS(v). Clearly, S
is a restrained cost effective set. On the other hand, if |S| = ∗n

2
, then for each v ∈ S, degS(v) ≤ ∗n

2

and degV (Kn)rS(v) ≥ ∗n
2

. Thus, degS(v) ≤ degV (Kn)rS(v). So, S is a cost effective set. At this
point, observe that 〈V (Kn)rS〉Kn is a complete graph Ki of order i < n. Hence, S is a restrained
cost effective set of Kn. �

Theorem 3.4. Let G be a connected graph with maximum degree of 2 and H be a trivial graph. A
nonempty subset S of V (G ∨H) is a restrained cost effective set of G ∨H if and only if one of the
following holds:

(i) S ⊆ V (H), S = V (H).

(ii) S ⊆ V (G), every component of 〈S〉G∨H is P2 or an isolated vertex in G.

(iii) S = S1 ∪ S2 such that S1 ⊆ V (G) and S2 ⊆ V (H). S1 is an independent set of G and
〈V (G) r S1〉G∨H has no isolated vertex.

Proof : Let a nonempty subset S of V (G ∨H) be a restrained cost effective set of G ∨H. Consider
the following cases:
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Case 1: S ⊆ V (H). Clearly, S = V (H) because H is a trivial graph.
Case 2: S ⊆ V (G).

Suppose there exists a component in 〈S〉G∨H that is a path Pn of order n ≥ 3. Then, there exists
at least one vertex v ∈ S in this component such that degS(v) = 2 > 1 = degV (G∨H)rS(v) making
S not a cost effective set in G∨H. A contradiction to the assumption for S. Hence, 〈S〉G∨H has a
component of P2 or an isolated vertex in G.

Case 3: S = S1 ∪ S2 such that S1 ⊆ V (G) and S2 ⊆ V (H).

Suppose S1 is not an independent set in G or 〈V (G) r S1〉G∨H has an isolated vertex. If S1 is not
an independent set in G, then there exist vertices, v, u ∈ S such that v and u are adjacent. But,
degS(v) = 2 > 1 = degV (G∨H)rS(v). A contradiction. On the other hand, if 〈V (G) r S1〉G∨H has
an isolated vertex then 〈V (G∨H)rS〉G∨H has an isolated vertex since V (G)rS1 ⊆ V (G∨H)rS.
Clearly, another contradiction on the assumption of S in G ∨H. Therefore, S1 is an independent
set of G and 〈V (G) r S1〉G∨H has no isolated vertex.

Conversely, if S satisfies (i), then S is obviously a restrained cost effective set in G ∨H. Now, if S
satisfies (ii), let v ∈ S where v is one of the isolated vertices in 〈S〉G∨H , then
degS(v) = 0 ≤ 3 = degV (G∨H)rS(v) when G∨H is a wheel and fan with v ∈ V (Fn), v 6= v1, vn and
degS(v) = 0 ≤ 2 = degV (G∨H)rS(v) when G ∨H is a fan with v ∈ V (Fn), v = v1, vn. Otherwise,
if v ∈ V (P2), then degS(v) = 1 ≤ 1 = degV (G∨H)rS(v) or degS(v) = 1 ≤ 2 = degV (G∨H)rS(v)
when G ∨H is fan or wheel. For all cases, S is a cost effective set. Moreover, 〈V (G ∨H) r S〉G∨H
is a join between H and 〈V (G) r S〉G∨H that has no isolated vertices for all cases. Thus, S is a
restrained cost effective set. If S satisfies (iii), let v ∈ S, then v ∈ S1 or v ∈ S2. If v ∈ S2, then
degS(v) ≤ degV (G∨H)rS(v) for all n in G. If v ∈ S1, then degS(v) = 1 since S1 is an independent
set in G. Thus,

degS(v) = 1 ≤ degV (G∨H)rS(v) =

{
1 if degG∨H(v) = 2

2 if degG∨H(v) = 3.

Therefore, S is a cost effective set. Now, let 〈V (G)rS1〉G∨H has no isolated vertex. To prove that
〈V (G∨H)rS〉G∨H has also no isolated vertex, note that the respective vertex sets, V (G∨H)rS
and V (G) r S1, are the same because,

V (G ∨H) r S = V (G ∨H) r (S1 ∪ S2)

= (V (G ∨H) r S1) ∩ (V (G ∨H) r S2)

= ((V (G) ∪ V (H)) r S1) ∩ ((V (G) ∪ V (H)) r V (H))

= (V (G) r S1 ∪ V (H)) ∩ V (G)

= V (G) r S1.

This means that 〈V (G) r S1〉G∨H = 〈V (G ∨H) r S〉G∨H and 〈V (G ∨H) r S〉G∨H has no isolated
vertex. Thus, S is a restrained cost effective set in G ∨H. �

Theorem 3.5. Let G and H be empty graphs such that |V (G)| = m and |V (H)| = n where
n,m ∈ Z+ and n,m > 1. A nonempty subset S of V (G ∨H) is a restrained cost effective set of a
complete bipartite graph, Km,n if and only if one of the following holds:

(i) S ⊆ V (G), 1 ≤ |S| ≤ m− 1.

(ii) S ⊆ V (H), 1 ≤ |S| ≤ n− 1.

(iii) S = S1 ∪ S2 such that S1 ⊆ V (G) and S2 ⊆ V (H), 1 ≤ |S1| ≤ ∗m2 and 1 ≤ |S2| ≤ ∗n2 .
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Proof : Let a nonempty subset S of V (G ∨H) be a restrained cost effective set of Km,n.

Case 1: S ⊆ V (G).

Suppose |S| < 1 or |S| > m − 1. If |S| < 1, then clearly, S is not a restrained cost effective set.
If |S| > m − 1, then |S| = m since |S| ≤ |V (G)| = m. Observe that 〈V (Km,n) r S〉Km,n is an
empty graph of order n, which is exactly graph H. This means that there are n isolated vertices on
〈V (Km,n) r S〉Km,n . A contradiction to the assumption for S. Similarly, this fact also holds when
S ⊆ V (H).

Case 2: S = S1 ∪ S2 such that S1 ⊆ V (G) and S2 ⊆ V (H).

Suppose S = S1 ∪ S2 such that |S1| > ∗m2 or |S2| > ∗n2 . If |S1| > ∗m2 , then |S1| > |V (G) r S1| for
all m ∈ Z+. With ∅ 6= S2 ⊆ V (H), there exist a vertex v ∈ S2 such that degS1

(v) > degV (G)rS1
(v).

Note that S1 ⊂ S and (V (G) r S1) ⊂ (V (Km,n) r S). Hence, degS(v) > degV (Km,n)rS(v). This is

a contradiction. Similarly, this fact also holds when |S2| > ∗n2 for all n ∈ Z+.

Conversely, suppose S ⊆ V (G) such that 1 ≤ |S| ≤ m − 1. Let v ∈ S. Then, degS(v) = 0 since
G is an empty graph. By definition of Km,n, v is adjacent to at least one of the vertices in H.
This means that degS(v) = 0 < n = degV (Km,n)rS(v). Hence, S is a cost effective set. Similarly,
this argument also holds when S ⊆ V (H) such that 1 ≤ |S| ≤ n − 1. Now, suppose S = S1 ∪ S2

such that S1 ⊆ V (G) and S2 ⊆ V (H) with 1 ≤ |S1| ≤ ∗m2 and 1 ≤ |S2| ≤ ∗n2 . Let v ∈ S. Then
v ∈ S1 or v ∈ S2. If v ∈ S1, then 1 ≤ degS(v) ≤ n

2
and n

2
≤ degV (Km,n)rS(v) ≤ n − 1 when n

is even. When n is odd, 1 ≤ degS(v) ≤ n−1
2

and n+1
2
≤ degV (Km,n)rS(v) ≤ n − 1. This implies

degS(v) ≤ degV (Km,n)rS(v) for all n ∈ Z+. Similarly, this argument also holds if v ∈ S2. Hence,
S is a cost effective set. At this point, observe that |V (G) r S1|, |V (H) r S2| > 0. So, there is at
least one vertex in G that is adjacent to every vertex of H and at least one vertex in H that is
adjacent to every vertex of G. This implies that 〈V (Km,n) r S〉Km,n is also a complete bipartite
graph, Km−|S1|,n−|S2|. Hence, S is a restrained cost effective set in Km,n. �

The second part of the result provides the bounds for the restrained cost effective number CEr(G).

3.2 The restrained cost effective number of some special classes of
graphs

Theorem 3.6. For any path Pn of order n ≥ 3, the restrained cost effective number is given by,

CEr(Pn) =



n
2

if n ≡ 04

n−1
2

if n ≡ 14 or n ≡ 34

n−2
2

if n ≡ 24

.

Proof : Let S ⊆ V (Pn) such that S = S0 ∪ S1 ∪ S2 where,

S0 = {v0, vn−1}, S1 = {v3, v7, . . . , v4k−1}, S2 = {v4, v8, . . . , v4k}

for which 4k − 1, 4k < n for all k ∈ Z+. S is a restrained cost effective set of Pn because for v ∈ S
such that vi = v0 or vi = vn−1, degS(v) = 0 ≤ 1 = degV (Pn)rS(v). Otherwise,
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degS(v) = 1 ≤ 1 = degV (Pn)rS(v). Additionally, 〈V (Pn) r S〉 consists family of P2. Now,
Case 1: n ≡ 04.
Let v4k−1 ∈ S1 and v4k ∈ S2. Observe that v4k−1 and v4k are adjacent in S for every k ∈ Z+. Thus,
|S1| = |S2|. Let A ⊆ Z+. For every n ≡ 0 ( mod 4) such that n > 4, there exist an element k in

the set: A =

{
k ∈ Z+ | 1 ≤ k ≤ n−4

4

}
. So, |S1| = |S2| = max(A) = n−4

4
. Counting the elements

of S, we have,

|S| = |S0|+ |S1|+ |S2| = 2 +
n− 4

4
+

n− 4

4
=

8 + 2n− 8

4
=

2n

4
=

n

2
.

Case 2: n ≡ 14 or n ≡ 34:

Let n ≡ 14. Notice that v4k and v4k−1 are adjacent in S for each k ∈ Z+. So, |S1| = |S2|. For every
n ≡ 1 ( mod 4) such that n > 5, there exist an element k in the set:

A =

{
k ∈ Z+ | 1 ≤ k ≤ n−5

4

}
. So, |S1| = |S2| = max(A) = n−5

4
. Counting the elements of S,

|S| = |S0|+ |S1|+ |S2| = 2 +
n− 5

4
+

n− 5

4
=

8 + 2n− 10

4
=

2n− 2

4
=

n− 1

2
.

Let n ≡ 34. Observe that for each n ≡ 3 ( mod 4), |S1| > |S2| for which |S1| = |S2| + 1. For
n ≡ 3 ( mod 4) such that n > 7, there exist an element k in the set:

A =

{
k ∈ Z+ | 1 ≤ k ≤ n−7

4

}
. So, |S2| = max(A) = n−7

4
and |S1| = n−7

4
+ 1 = n−3

4
. Counting the

elements of S, we have,

|S| = |S0|+ |S1|+ |S2| = 2 +
n− 3

4
+

n− 7

4
=

8 + 2n− 10

4
=

2n− 2

4
=

n− 1

2
.

Case 3: n ≡ 24:

In this case, v4k and v4k−1 are still adjacent in S for each k ∈ Z+ so |S1| = |S2|. For every

n ≡ 2 ( mod 4) such that n > 6, there exist an element k in the set: A =

{
k ∈ Z+ | 1 ≤ k ≤ n−6

4

}
.

So, |S1| = |S2| = max(A) = n−6
4

. Counting the elements of S, we have,

|S| = |S0|+ |S1|+ |S2| = 2 +
n− 6

4
+

n− 6

4
=

8 + 2n− 12

4
=

2n− 4

4
=

n− 2

2
.

For every case, suppose S is not a maximum restrained cost effective set such that CEr(Pn) = |S|+1.
Then, there exist a restrained cost effective set, T ⊆ V (Pn) such that S ⊂ T with |T | = |S| + 1.
This implies a vertex vt ∈ T where vt /∈ S. Then, vt ∈ N(S) and vt ∈ N(V (Pn)rS). From the leaf
vertices of Pn, we have two cases for the placement of vt: either vt = v1 or vt = vn−2 or vt 6= v1 and
vt 6= vn−2. If vt = v1 or vt = vn−2, then by Theorem 3.1.1 (i), T is not a restrained cost effective
set. A contradiction. On one hand, if vt 6= v1 and vt 6= vn−2, then 〈V (Pn) r T 〉Pn has a isolated
vertex or 〈T 〉Pn has a component of P3. In all cases, this is a contradiction. So, S is a maximum
restrained cost effective set. Hence, CEr(Pn) 6= |S|+ 1 implying CEr(Pn) ≤ |S|. Since a restrained
cost effective set S with |S| exists. Then, CEr(Pn) ≥ |S|. Therefore, CEr(Pn) = |S|. �

The conditions for a restrained cost effective set to exist in Pn are also found in Cn by Theorem
3.2. This means that the structure of a restrained cost effective set for Cn is roughly the same as
Pn. This indicates that the maximum restrained cost effective set S established by Theorem 3.6 is
also the maximum restrained cost effective set for Cn. This leads to the following corollary,

Corollary 3.7. Let n ≥ 3, CEr(Cn) = CEr(Pn) for all n ∈ Z+.
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For complete graphs, the bounds established for S by Theorem 3.3, we can infer the restrained cost
effective number of Kn.

Corollary 3.8. For any complete graph Kn of order n ≥ 4. The restrained cost effective number
is given by

CEr(Kn) =


n
2

if n ≡ 02

n+1
2

if n ≡ 12
.

The next theorems describes the restrained cost effective number for fan and wheel graphs.

Theorem 3.9. Let Fn be a fan graph with V (Fn) = V (G) ∪ V (H) = {v0, v1, v2, ..., vn} where
V (H) = {v0}. For any fan Fn of order n + 1 ≥ 3,

CEr(Fn) =



2n
3

if n ≡ 03

2n+1
3

if n ≡ 13

2n+2
3

if n ≡ 23

Proof : Let S ⊆ V (Fn). Consider the set partition, S = S0 ∪ S1 such that

S0 = {v1, v4, . . . , v3k−2} S1 = {v2, v5, ..., v3k−1}

where 3k − 2, 3k − 1 ≤ n for all k ∈ Z+. S is a restrained cost effective set of Fn because for all n,
when v ∈ S0 or v ∈ S1, degS(v) = 0 ≤ 2 = degV (Fn)rS(v) or degS(v) = 1 ≤ 1 = degV (Fn)rS(v) or
degS(v) = 1 ≤ 2 = degV (Fn)rS(v). Moreover, the subgraph induced by V (Fn) r S is a star graph
K1,n

3
when n ≡ 03, K

1,n−1
3

when n ≡ 13, and K
1,n−2

3
when n ≡ 23. Now,

Case 1: if n ≡ 03

Let v ∈ S0 and u ∈ S1. Observe that v and u is adjacent in G for every k ∈ Z+. So, |S0| = |S1|.
Let A ⊆ Z+. For every n ≡ 03, there exist an element k in the set:

A =

{
k ∈ Z+ | 1 ≤ k ≤ n

3

}
. This means that, |S0| = |S1| = max(A) = n

3
. Counting the elements

of S,

|S| = |S0|+ |S1| =
n

3
+

n

3
=

2n

3
.

Case 2: if n ≡ 13

Let v ∈ S0 and u ∈ S1. Observe that for every k ∈ Z+, |S0| = |S1| + 1 implying |S0| > |S1|. Let

A ⊆ Z+. For every n ≡ 13, there exist an element k in the set: A =

{
k ∈ Z+ | 1 ≤ k ≤ n−1

3

}
.

So, |S1| = max(A) = n−1
3

and |S0| = n−1
3

+ 1 = n+2
3

. Counting the elements of S,

|S| = |S0|+ |S1| =
n + 2

3
+

n− 1

3
=

2n + 1

3
.
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Case 3: if n ≡ 23

Let v ∈ S0 and u ∈ S1. Observe that v and u is adjacent in G for every k ∈ Z+. So, |S0| = |S1|.
Let A ⊆ Z+. For every n ≡ 2( mod 3), there exist an element k in the set:

A =

{
k ∈ Z+ | 1 ≤ k ≤ n+1

3

}
. So, |S0| = |S1| = max(A) = n+1

3
. Counting the elements of S,

|S| = |S0|+ |S1| =
n + 1

3
+

n + 1

3
=

2n + 2

3
.

Suppose S is not a maximum restrained cost effective set such that CEr(Fn) = |S|+1. Then, there
exist a restrained cost effective set, T ⊆ V (Fn) such that S ⊂ T with |T | = |S| + 1. This means
that there exist v ∈ T where v /∈ S. If v ∈ T , then either v ∈ V (H) or v ∈ V (G) r S. If v ∈ V (H)
or v ∈ V (G)r S, notice that degT (v) > degV (Fn)rT (v)) for every case. So, T is not a cost effective
set. This means that T is impossible to exist. So, S is a maximum restrained cost effective set.
Hence, CEr(Fn) 6= |S| + 1. This implies that CEr(Fn) ≤ |S|. Since we found a restrained cost
effective set S, with |S| , so CEr(Fn) ≥ |S|. Therefore, CEr(Fn) = |S|. �

Theorem 3.10. Let Wn be a wheel graph with V (Wn) = V (G) ∪ V (H) = {v0, v1, v2, ..., vn} where
V (H) = {v0}. For any wheel Wn of order n + 1 ≥ 3,

CEr(Wn) =



2n
3

if n ≡ 03

2n−2
3

if n ≡ 13

2n−1
3

if n ≡ 23

.

Proof : Let S ⊆ V (Wn). Consider the set partition, S = S0 ∪ S1 such that

S0 = {v1, v4, . . . , v3k−2} S1 = {v2, v5, ..., v3k−1}

where 3k− 2, 3k− 1 ≤ n for all k ∈ Z+. S is a restrained cost effective set because whenever v ∈ S0

or v ∈ S1, degS(v) = 1 ≤ 2 = degV (Wn)rS(v). Furthermore, the subgraph induced by V (Wn) r S
is a star graph K1,n

3
when n ≡ 03, K

1,n+2
3

when n ≡ 13, and K
1,n+1

3
when n ≡ 23. Now,

Case 1: if n ≡ 03

Let v ∈ S0 and u ∈ S1. Observe that v and u is adjacent in G for every k ∈ Z+. So, |S0| = |S1|.
Let A ⊆ Z+. For every n ≡ 03, there exist an element k in the set:

A =

{
k ∈ Z+ | 1 ≤ k ≤ n

3

}
. This means that, |S0| = |S1| = max(A) = n

3
. Counting the elements

of S,

|S| = |S0|+ |S1| =
n

3
+

n

3
=

2n

3
.

Case 2: if n ≡ 13

Let v ∈ S0 and u ∈ S1. Observe that v and u is adjacent in G for every k ∈ Z+. So, |S0| = |S1|.
Let A ⊆ Z+. For every n ≡ 2( mod 3), there exist an element k in the set:
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A =

{
k ∈ Z+ | 1 ≤ k ≤ n−1

3

}
. So, |S0| = |S1| = max(A) = n−1

3
. Counting the elements of S,

|S| = |S0|+ |S1| =
n− 1

3
+

n− 1

3
=

2n− 2

3
.

Case 3: if n ≡ 23

Let v ∈ S0 and u ∈ S1. Observe that for every k ∈ Z+, |S0| = |S1| + 1 implying |S0| > |S1|. Let

A ⊆ Z+. For every n ≡ 13, there exist an element k in the set: A =

{
k ∈ Z+ | 1 ≤ k ≤ n−2

3

}
.

So, |S1| = max(A) = n−2
3

and |S0| = n−2
3

+ 1 = n+1
3

. Counting the elements of S,

|S| = |S0|+ |S1| =
n + 1

3
+

n− 2

3
=

2n− 1

3
.

Suppose S is not a maximum restrained cost effective set such that CEr(Wn) = |S| + 1. Then,
there exist a restrained cost effective set, T ⊆ V (Wn) such that S ⊂ T with |T | = |S| + 1. This
means that there exist v ∈ T where v /∈ S. If v ∈ T , then either v ∈ V (H) or v ∈ V (G) r S. If
v ∈ V (H) or v ∈ V (G) r S, notice that degT (v) > degV (Wn)rT (v)) for every case. So, T is not a
cost effective set. This means that T is impossible to exist. So, S is a maximum restrained cost
effective set. Hence, CEr(Wn) 6= |S| + 1. This implies that CEr(Wn) ≤ |S|. Since we found a
restrained cost effective set S, with |S| , so CEr(Wn) ≥ |S|. Therefore, CEr(Wn) = |S|. �

The following theorem describes the restrained cost effective number for complete bipartite graphs.

Theorem 3.11. For any complete bipartite graph, Km,n. The restrained cost effective number is
given by

CEr(Km,n) = max{m− 1, n− 1}.

Proof : Let S be a maximum restrained cost effective set of Km,n and let X and Y be the partite
sets of Km,n with |X| = m and |Y | = n. If S ⊆ X, then by Theorem 1.5 (i), |S| ≤ m − 1 and if
S ⊆ Y , then by Theorem 1.5 (ii), |S| ≤ n− 1. Thus, CEr(Km,n) = |S| = max{m− 1.n− 1}. �

3.3 The effect of line graph operation to the restrained cost effective
number

The following result presents the line graph operation on kth iteration to connected graphs with
maximum degree of 2 and its consequences to the restrained cost effective number, CEr(G).

Theorem 3.12. Let Pn be a path of order n ≥ 3. Lk(Pn) has a restrained cost effective set only if
1 ≤ k ≤ n− 3.

Proof : Let Pn be a path. Suppose there exist a restrained cost effective set of Lk(Pn) on the kth

iterate where k = (n − 3) + 1 = n − 2. Observe that L(Pn) is a path of order n − 1 and size
(n−1)−1 = n−2. So, for all n, Lk = n−2(Pn) is a path of order 2 and size 1, i.e. P2, for which the
restrained cost effective set is undefined. Thus, the restrained cost effective set of Lk(Pn) is only
defined until kth iterate where k = n− 3. �

The restrained cost effective number of Lk(Pn) follows from the observation of the proof from the
theorem above.
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Corollary 3.13. Let 1 ≤ k ≤ n− 3. For any path Pn of order n ≥ 3,

CEr(Lk(Pn)) = CEr(Pn−k), and
CEr(Lk(Pn)) < CEr(Pn).

For cycles of order n ≥ 3. L(Cn) has the same order and size of Cn. So, Lk(Cn) = Cn for all
k ∈ Z+. This leads to the following remark,

Remark 3.1. Let k ≥ 1. For any cycle Cn of order n ≥ 3,

CEr(Lk(Cn)) = CEr(Cn).

4 Conclusion

The idea of restrained cost effective sets for graphs is a new variation from a cost effective set that
adds the significance of an isolate-free graph formed by the complement of this set [13],[14],[15]. In
this paper, the authors obtained some results on the characterization of a restrained cost effective
sets with finding the exact values of bounds for the restrained cost effective number of a path Pn,
cycle Cn, complete graph Kn and the graphs resulting from graph operations, complete product
and line graph.

Acknowledgement

The authors would like to wholeheartedly acknowledge the key individuals in our institution who
geniunely helpes us to achieve this study. Also, the valuable comments and inputs to be made by
the distinguished referees are recognized.

Competing Interests

Authors have declared that no competing interests exist.

References

[1] Hedetniemi SM, Hedetniemi ST, Kennedy K, McRae A. Self-stabilizing algorithms for
unfriendly partitions into two disjoint dominating sets. Parallel Process. Lett. 2003;23(1):11.

[2] Haynes C, Hedetniemi S. Client-server and cost effective sets in graphs. AKCE International
Journal of Graphs and Combinatorics. 2018;15(2):211-218.

[3] Caadan JG, Paluga RN, Aniversario IS. Upper distance k-cost effective number in the join of
graphs. European Journal of Pure and Applied Mathematics. 2020;13(3):701-709.

[4] McCoy T. Cost effective domination in graphs. Electronic Theses and Dissertations. 2012;Paper
1485.

[5] Domke G, Hattingh J, Hedetniemi S, Laskar R, Markus L. Restrained Domination in Graphs.
Discrete Mathematics. 1999;203(1-3):61-69.

[6] Acosta HR, Eballe RG, Cabahug IS. Downhill domination in the tensor product of graphs.
International Journal of Mathematical Analysis. 2018;13(12):555-564.

[7] Cabahug IS, Canoy SR. Connected dr-Power Dominating Sets in Graphs. Advances and
Applications in Discrete Mathematics. 2018;19(3):171-182.

[8] Harary F. Graph Theory. United States of America: Addison- Wesley Publishing Company,
Inc; 1969.

33



Mangubat and Cabahug; ARJOM, 18(8): 22-34, 2022; Article no.ARJOM.88635

[9] Kratica J. Computing strong metric dimension of some special classes of graphs by genetic
algorithms. Yugoslav Journal of Operations Research. 2016;18(2).

[10] Meena S, Vaithilingam K. Prime Labeling For Some Fan Related Graphs. International Journal
of Engineering Research and Technology. 2012;1(9):2-3.

[11] More R, Archana S, Dandwate D, Tupe U. A Literature Review on Applications of Graph
Theory in Various Fields. International Journal for Research Trends and Innovation (IJRTI).
2021;6(1):1-8.

[12] Chartrand G, Lesniak L, Zhang P. Introduction to Graph Theory. Chapman and Hall/CRC;
2015.

[13] Cabahug IS, Canoy SR. Independent dr-power dominating sets in graphs. Applied
Mathematical Sciences. 2016;10(8):377-387.

[14] Cabahug IS, Canoy SR. dr-Power dominating sets in graphs. International Journal of
Mathematical Analysis. 2016;10(3):139-149.

[15] Demange M, Monnot J, Pop P, Ries B. On the complexity of the selective graph coloring
problem in some special classes of graphs. Theoretical Computer Science. 2014;540:89-102.

——————————————————————————————————————————————–
© 2022 Mangubat and Cabahug; This is an Open Access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/4.0), which permits unrestricted
use, distribu-tion, and reproduction in any medium, provided the original work is properly cited.

Peer-review history:
The peer review history for this paper can be accessed here (Please copy paste the total link in your browser
address bar)
https://www.sdiarticle5.com/review-history/88635

34

http://creativecommons.org/licenses/by/4.0

	Introduction
	Preliminary Notes
	Main Results
	The restrained cost effective set of some special classes of graphs
	The restrained cost effective number of some special classes of graphs
	The effect of line graph operation to the restrained cost effective number

	Conclusion

