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ABSTRACT 
 

Recent advances in science and technology are raising ever-increasing security issues. In 
response, traditional authentication systems based on knowledge or possession have been 
developed, but these soon came up against limitations in terms of security and practicality. To 
overcome these limitations, other systems based on the individual's unique characteristics, known 
as biometric modalities, were developed. Of the various ways of improving the performance of 
biometric systems, feature fusion and the joint use of a pure biometric modality and a soft biometric 
modality (multi-origin biometrics) are highly promising. Unfortunately, however, we note a virtual 
absence of multi-origin systems in a feature fusion strategy. For our work, we therefore set out to 
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design such a multi-origin system fusing facial features and skin color. Using OpenCV (Open 
Computer Vision) and Python, we extracted facial features and merged them with skin color to 
characterize each individual. The HOG (Histogram of Oriented Gradients) algorithm was used for 
face detection, and Google's deep neural network for encoding. For skin color, segmentation in the 
HSV (Hue, Saturation, Value) color space enabled us to isolate the skin in each image, and thanks 
to the k-means algorithm we had detected the dominant skin colors. The system designed in this 
way enabled us to go from 81.8% as a TR (Recognition Rate) with the face alone to 86.8% after 
fusion for a TFA (False Acceptance Rate) set at 0.1% and from 0.6% as a TEE (Equal Error Rate) 
to 0.55%. 

 

 
Keywords: Multibiometrics; face; skin color; feature fusion. 
 

1. INTRODUCTION 
 
Today's world, more than in the past, is 
dominated by scientific and technological 
progress, judging by the many achievements to 
date. At the heart of all these advances has 
always been the eternal question of security. 
Who has the right to access which resources? 
How can we be sure of a claimant's identity? 
How can each individual be uniquely identified? 
So many questions showing just how crucial 
security is. And with security threats on the 
increase, protecting individuals and institutions 
has become a top priority. 
 
Existing traditional systems (knowledge-based 
and token-based) soon proved to be limited in 
terms of security. For improved security, 
biometrics appeared to be a promising solution, 
using unique and irreversible characteristics of 
the individual for identification purposes. 
However, single-mode biometrics (the use of a 
single characteristic modality for identification 
purposes) revealed its own limitations. 
Multibiometrics was developed to overcome the 
shortcomings of single-mode biometric systems, 
such as the public unacceptability of certain 
modalities, the absence of certain modalities in 
certain individuals, performance limitations and 
vulnerability to identity theft [1]. Multi-biometrics 
can reduce the impact of these problems, but 
cannot entirely eradicate them, and new 
challenges have emerged in the use of multi-
biometric systems, such as ease and cost of 
implementation. 
 
In terms of performance, biometric information 
fusion is a key aspect for improving recognition 
rates in multi-biometric systems. There are four 
(04) levels of fusion in biometric systems. Score-
level fusion has been the most widely studied in 
the literature, due to its ease of implementation. 
But several authors point out that scores provide 
only a limited amount of information [2-4]. If we 

wish to further improve fusion performance, we 
would need to move into a more information-rich 
space, such as that of features [5]. 
 
Unfortunately, we note the non-existence of 
multi-origin systems using pure and soft 
biometric modalities in a feature fusion strategy. 
 
In this paper, we propose a method for fusing 
facial features and skin color, taking into account 
the fact that the face is a modality rich in 
information about an individual's morphological 
traits, and that skin color is a discriminating soft 
biometric that can be acquired simultaneously 
with the face and without contact. Once our 
system has been designed, we evaluate its 
performance and compare the results obtained 
with those of existing methods. 
 

2. LITERATURE REVIEW 
 
In 2005, a technique for merging feature vectors 
of hand and face geometry was proposed by 
Ross and Govindarajan [6]. The TEE for this 
system was 1.58%, while the TFA was close to 
0.01% and the TR was between 50 and 65%. 
 
In 2009, Wang et al. [7] proposed a complex 
vector to combine facial and iris features. In this 
approach, the Z-Score function is used for 
feature normalization and the Fisher Discriminant 
Analysis (FDA) method is used for classification. 
This work achieves an EER of 0.07% and 2.9% 
for the ENT and Yale databases respectively. 
 
A little later, in 2011, Cui and Yang [8] fused ear 
and iris biometric features extracted using the 
PCA technique. The accuracy of the proposed 
system is 93%, with a TFA and TFR of 0.05 and 
0.075 respectively. 
 

In a 2012 study, Gayathri and Ramamoorthy [9] 
proposed a new feature fusion that combines 
palmprint and iris information. This system uses 
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wavelets for feature extraction and fusion. 
Finally, the feature vector is matched to the 
stored model using the KNN classifier. The 
proposed approach was tested on the PolyU 
palmprint database fused with the IITK iris 
database of 125 users. Experimental results 
show that the proposed multimodal biometric 
system achieves a recognition accuracy of 
99.2% and a false rejection rate (FRR) of 1.6%. 
In the same year, facial and signature features 
were combined despite belonging to different 
domains by Awang et al. [10]. For this work, LDA 
is used to obtain compatible feature vectors with 
small dimensionalities. Multilayer Perceptron is 
used for classification. The proposed work 
achieved a TR of 85.71% and a TFA of 14.29%. 
The proposed technique is capable of achieving 
a TR ranging from 90% to 98.75% and an FAR of 
less than 10%. 
 

A fusion at the level of facial features and online 
handwritten signature features has also been 
proposed by Awang et al. [11] in 2013. Linear 
discriminant analysis (LDA) was applied in the 
feature extraction phase to solve the problem of 
the high dimensionality of the combined features. 
A recognition accuracy of 97.50% was achieved. 
 

In 2016, Joshi and Kumar [12] proposed an 
algorithm that fuses face and signature features 
based on wavelets and achieved promising 
results. In addition, Hamming distance was used 
as a classifier in the decision module. FAT 
performance of 5.99% for the multi-biometric 
system was achieved with the ENT database. 
 

In 2019, Muthana and Marwa [13] propose a 
feature fusion technique to develop a robust 
multimodal identification system based on face 
and iris. Experiments were conducted on 40 
individuals extracted from the ENT and CASIA-
V1 databases. Low-quality iris images from the 
MMU-1 database are also included in this 
proposal to further test the system. Facial and iris 
features are extracted using four comparative 
methods. Texture analysis methods such as 
Gray Level Co-occurrence Matrix (GLCM) and 
Local Binary Pattern (LBP) were used, achieving 
100% accuracy, while Principal Component 
Analysis (PCA) and Fourier Descriptors (FD) 
achieved only 97.5% accuracy. 
 

In 2020, a new multimodal biometric identification 
system is proposed by Nada and Heyam [14]. It 
employs a deep learning algorithm to recognize 
humans using the biometric modalities of iris, 
face and finger veins. The system structure is 
based on convolutional neural networks (CNNs), 

which extract features and perform classification 
using softmax. In terms of performance, this 
system achieves 99.39% accuracy. 
 
All these systems we mentioned are multi-
biometric systems designed through feature 
fusion. But we noted that they all employ several 
pure biometrics simultaneously. According to 
Allano [4] the simultaneous use of several 
modalities requires the acquisition of each of 
these modalities, thus lengthening processing 
time and increasing difficulty of use as well as 
cost. For this reason, multi-biometric systems 
with more than two modalities are almost never 
used in practice, and even the use of two 
modalities is very limited for large-scale 
applications [4]. Dantcheva has shown that by 
combining metadata and pure modalities, 
biometric systems can perform better [15]. 
 
That said, a multi-biometric system merging 
features from a pure modality and a metadata, 
both acquired simultaneously and without 
contact, would be a perfect compromise to 
ensure better recognition performance and less 
restrictive acquisition conditions for users, while 
keeping acquisition time fairly low. 
 
Unfortunately, there are no such multi-origin 
systems using pure and soft biometrics 
modalities with a feature-level fusion strategy. 
 
In this context, the combination of facial features 
and skin color due to their complementarity is an 
interesting research topic, enabling improved 
identification performance compared to the use 
of a single modality. Indeed, face is rich in 
information on morphological features such as 
eyes, nose and mouth, while skin color contains 
information on the chromatic characteristics of 
the individual. And both modalities can be 
acquired in a single non-contact capture. 
 

3. MATERIAL AND METHODS 
 

3.1 Materials 
 
3.1.1 Hardware 
 
In carrying out this work, we obviously made use 
of a computer to implement our solution. The 
characteristics of this computer are: 
 

− Model: HP EliteBook 840 G1 

− Processor: Intel® Core™ i5-4300U 

− Speed: 2.5 GHz 

− Memory: 256GB SSD 
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− Ram: 8GB 

− Intel® HD Graphics Family 

− Operating system: Windows 10 
Professional 64-bit 

 
3.1.2 Software 
 

The software package includes programming 
languages, software and useful libraries. It 
includes: 
 

− Python 3.8; 

− VS Code with integrated Jupyter 
Notebook; 

− Open CV; 

− Numpy, matplotlib, Scikit-learn. 
 
3.1.3 Database 
 
We used Casia Face V5, a facial image 
database developed by the Institute of 
Automation, Chinese Academy of Sciences 
(CASIA). It includes 2.500 images of 500 
different people, 05 images per person. Fig. 1 
below shows an overview of this database. All 
images are 16-bit color BMP files, with an image 
resolution of 640*480. Typical intra-class 
variations (lighting, pose, expression, glasses, 
imaging distance, capture angle, etc.) make this 
a robust database for facial recognition research. 
Casia Face V5 is widely used for training and 
evaluating facial recognition models, as it covers 
a wide variety of illumination, expression, gender 
and age conditions. Casia Face V5 volunteers 
include graduate students, workers, etc. In our 
work, we use 03 images per person for 
enrolment and 02 images for testing. 
 
3.1.4 Color spaces 
 
Color spaces are color coding systems used to 
describe and manipulate colors in digital images. 
We present here the two color spaces used in 
our work: RGB and HSV. 
 

− The RGB (Red, Green, Blue) color model 
is one of the most commonly used color 
spaces in color representation. It is based 
on the principle that any visible color can 
be obtained by mixing different quantities 
of red, green and blue light. The RGB color 
space is a three-dimensional system in 
which each axis represents the intensity of 
the corresponding component (red, green 
or blue). Component values generally 
range from 0 to 255, where 0 represents 
the absence of that component and 255 

represents the maximum intensity. By 
normalizing these values, they can be 
represented in a range from 0 to 1, where 
0 represents the absence of the 
component and 1 represents the maximum 
intensity. The vertices of each axis, i.e. 
(1,0,0) represent pure red, (0,1,0) 
represents pure green and (0,0,1) 
represents pure blue. The input image in 
this color space is defined as follows: 
 

𝑋𝑖𝑗 = [𝑟𝑖𝑗 , 𝑔𝑖𝑗 , 𝑏𝑖𝑗]                                    (1) 

 

Here, (𝑖𝑗) is the pixel coordinate, 𝑟𝑖𝑗 , is the value 

of the R component, 𝑔𝑖𝑗 ,  is the value of the V 

component, and 𝑏𝑖𝑗 ,  is the value of the B 

component. In RGB color space, the primary 
colors are red, green and blue, represented 
respectively by the vectors (1,0,0), (0,1,0) and 
(0,0,1). Mixing these three primary colors 
produces all the other colors in the RGB space. 
For example, equal mixing of red and green 
produces yellow, while equal mixing of red and 
blue produces magenta. By adjusting the 
intensities of the three components, it's possible 
to create an infinite range of colors. It's important 
to note that the RGB color space is not perfectly 
suited to all situations. For example, it does not 
perfectly represent certain subtle colors, and may 
present limitations in the accurate representation 
of real colors. In such cases, other color spaces, 
such as CIE Lab (Luminance, a, b), YCrCb 
(Luminance, Chrominance Red, Chrominance 
Blue) or HSV (Hue, Saturation, Value) as 
required, are often used for more accurate and 
consistent color representation. 
 

− HSV (Hue, Saturation, Value) color space: 
This is a cylindrical system that defines 
colors using hue (hue), saturation 
(saturation) and luminance (value). This 
space is particularly useful for color-based 
operations, such as the selection of 
specific colors. It has been widely used in 
biometrics for face identification. For 
example, in the recent article by Nguyen et 
al. [16] the authors proposed a face 
detection system based on HSV space. 
The proposed method achieved a 
detection rate of 96.25%. It was also 
exploited by Sobabe et al. [17] for the 
extraction of skin color features to 
authenticate individuals. 

 

3.2 Methods 
 

Facial recognition in our system: 
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− Face detection: the HOG descriptor 
 
The HOG (Histogram of Oriented Gradients) 
descriptor is an object detection method based 
on the analysis of image gradients. A gradient is 
a measure of the variation in pixel intensity in a 
given direction. The HOG descriptor calculates a 
histogram of gradient orientations in a region of 
the image, called a cell. By combining the 
histograms of several cells, we obtain a compact, 
discriminating representation of an object's 
shape and appearance. 
 
The HOG descriptor was proposed by Dalal and 
Triggs [18] in 2005 for the detection of 
pedestrians in images. Since then, it has been 
successfully applied to other object detection 
tasks, such as face, car and bicycle recognition. 
The HOG descriptor has several advantages 
over other object detection methods: 
 

• It is robust to variations in lighting, color 
and texture, as it is based on gradients, 
which are more stable than pixel 
intensities. 

• It captures the contours and shapes of 
objects, which are discriminating features 
for object detection. 

• It is invariant to local geometric 
transformations, such as rotations or 
translations, because it uses normalized 
histograms that do not depend on the 
absolute position of pixels. 

• It is efficient to calculate, using simple 
operations such as filtering, histogram 
calculation and normalization. 

 
This method is commonly used in object 
recognition for pattern detection. It captures the 
local features of an image by analyzing the 
orientation gradients in the image. 
 
The HOG descriptor thus captures important 
image information, such as contours, shapes and 
textures, while ignoring unnecessary information, 
such as color or overall intensity. The HOG 
descriptor therefore provides a vector that 
characterizes the image according to the spatial 
distribution of gradient orientations. 
 

− Face encoding: FaceNet's convolutional 
neural network  

 
FaceNet is a deep learning-based face 
recognition system developed by Google 
researchers in 2015 that offers an innovative 
solution to the dimensionality problem of vector 

representations of faces while maintaining high 
performance. It uses a convolutional neural 
network (CNN - Convolutive Neuronal Network) 
to learn a vector representation of faces, called 
embedding or integration, which captures the 
distinctive features of each individual. The 
similarity between two integrations can be 
measured by Euclidean distance or cosine 
distance, enabling faces to be compared and 
identified. 
 

This neural network does not need to be trained 
for each individual to be recognized, which 
means it can handle an unlimited number of 
people without having to re-train the model. It 
has outperformed other methods on several 
public databases, such as Labeled Faces in the 
Wild (LFW) or YouTube Faces (YTF). 
 

For face detection in our system, we use the 
HOG descriptor as described. Once the face has 
been detected, we crop the initial image. We 
then apply an alignment to this new image to 
prevent faces from being turned in different 
directions and to impose a fixed direction on all 
faces processed by the system. The resulting 
image is the one we'll encode next. For 
encoding, we use FaceNet's convolutional neural 
network. This network provides us with a vector 
of 128 values, which we use to classify the 
individuals. 
 

− Segmentation of skin color by 
thresholding, feature extraction and 
adapted fusion 

 

For an individual, skin color varies from one 
region of the face to another and from one image 
to another, depending on lighting conditions. 
Thus, for the same person, the R, G and B 
components of the dominant skin color may vary. 
It is therefore not possible to record a fixed color 
value for an individual. We therefore determine a 
confidence interval for each of the R, G and B 
components. The procedure used here is taken 
from the work of Sobabe et al. [17]. 
 
For our database, we use the 03 images 
available per individual and proceed as follows: 
For each image, the previously extracted face is 
subjected to a segmentation function in HSV 
color space in order to retain only the skin pixels. 
In line with the work of Sobabe et al. [17] for the 
H, S and V components, the values of the lower 
and upper bounds to be considered as skin color 
are respectively: [0, 48, 80] and [20, 255, 255] 
respectively. Empirical thresholding enables us 
to keep the pixels representing skin color and 



 
 
 
 

Assouma et al.; Curr. J. Appl. Sci. Technol., vol. 42, no. 39, pp. 38-50, 2023; Article no.CJAST.108027 
 
 

 
43 

 

eliminate the others. A new image is thus 
obtained. 
 

We apply the k-means algorithm to this new 
image to extract the dominant colors. We vary 
the number of clusters from 3 to 40 to determine 
the number that would give the best results. In 
our case, the best results are obtained with 20 
clusters. Next, we select the two dominant colors 
and for each of these two colors, the R, G and B 
components of the color space are isolated. 
These values are stored in three different tables 
for the 03 images: one for the R component, one 
for the G component and one for the B 
component. Each of the three tables thus 
contains 06 values, based on 2 dominant colors 
multiplied by the 03 images. 
 

Next, the k-means algorithm is applied again 
(with a cluster number equal to 2) to each of the 
three tables to produce two classes of values per 
table. The first class represents low values and 
the second-high values. The centroid of each 
class is then selected. This provides each class 
with a representative value characterizing the 
class. In this way, each table gives two values 
corresponding to useful information on each 
component of the RGB color space. These two 
values were used to define the confidence 
interval required for each of the R, G and B 
components. 
 

These 03 confidence intervals are stored in the 
database for this individual. We therefore have a 
total of 6 values recorded in the model for each 
individual. 
 
The average value of each of these three classes 
allows us to obtain 03 values constituting the 
features derived from skin color, which are 
merged by concatenation with the face feature 
vector to form the vector characterizing this 
image. 
 
For each test image, once the face has been 
extracted and segmented, we apply the k-means 
algorithm, retaining only the dominant color. 
During the comparison, we check whether at 
least 2 out of 3 of the components of this color 
belong to the confidence interval retained in the 
reference database during enrolment. If so, we 
add these 03 components to the 128 face values, 
and compare the new vector with the one 
obtained during enrolment. If no, we judge that 
skin color characteristics will not be able to 
improve the results obtained with the face alone; 
we therefore carry out the comparison with the 
128 face values. 

An explicit description of the metadata analysis 
algorithm is as follows. 
 
As the metadata (skin color) taken on its own 
does not allow us to establish the identity of an 
individual, as described above, we have 
proposed an algorithm for taking it into account in 
our system. In this algorithm, we first check 
whether the content of each RGB component of 
the dominant color of the input image belongs to 
the range constituted by the contents of these 
same components of the enrolment or reference 
images. 
 
Let 𝐴1 , 𝐴2  and 𝐴3  respectively, be the intervals 
constituted by the R, G and B contents of the two 
dominant colors of all the enrolment images of 
individual 𝑖 . Let us denote by 𝑥, 𝑦  and 𝑧 
respectively, the R, G and B contents of the 
dominant color of the input image of the 
individual 𝑖 
 

𝐼𝑓  (𝑥 ∈ 𝐴1 𝐴𝑁𝐷 𝑦 ∈ 𝐴2)𝑂𝑅  (𝑥 ∈  𝐴1 𝐴𝑁𝐷 𝑧 ∈
𝐴3) 𝑂𝑅 (𝑦 ∈ 𝐴2 𝐴𝑁𝐷 𝑧 ∈ 𝐴3)                            (2) 

 
then the metadata is taken into account and we 
concatenate the characteristics of the metadata 
with those of the pure biometric modality before 
moving on to the decision module. Otherwise, 
the metadata is ignored to avoid degrading the 
results initially obtained with the face. 
 

− Comparison module 
 

For our comparison module, we explored several 
methods: Euclidean distance, Manhattan 
distance, Chebyshev distance, Spearman 
distance, cosine similarity and correlation. So, for 
each person, we compare the characteristics of 
each of the 02 test images with those of each 
reference image, using these comparison 
methods. We proceed to a majority vote: the face 
on a test image is recognized as a client if it 
matches at least 02 of the 03 reference images. 
To determine the best threshold for our system, 
we vary the threshold from 0 to 1 in steps of 
0.001. We set the False Rejection Rate at 0.1% 
to enable a better comparison between our 
similarity measurement methods on the one 
hand, and between our results and previous work 
on the other. 
 

4. RESULTS AND DISCUSSION 
 

4.1 Results Obtained with the Face Only 
 

We had set up a reference image base of 03 
images per person and a test image base of 02 
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images per person. Each of these images is 
subjected to the HOG algorithm described above 
to detect and extract the individual's face. This 
face is passed as input to a pre-trained deep 
convolutional neural network, which generates 
128 values as features. We then compare the 
integration of each test image with the 
integrations of the 03 test images per person. We 
consider a client if the test image matches at 
least 2/3 of the reference images per person. In 
this way, we obtain the results shown in Table 1. 
 
From this table, we can see that all the 
comparison methods except correlation offer us 
very high Recognition Rates (over 70%) for a 
False Reject Rate set at 0.1%, very high AUCs 
(over 98%) and relatively low Equal Error Rates. 
But the thresholds for a FAR = 0.1% differ 
widely. We recall that the lower the EER, the 
better the system's performance. Based on this 
criterion, we have selected the Euclidean and 
Manhattan distances from these 06 comparison 
methods, since they give the lowest EER (i.e. 
EER = 0.6%). Furthermore, while the Manhattan 

distance achieves an AUC of 98.9%, the 
Euclidean distance only achieves 98.875%. We 
can therefore deduce that the Manhattan 
distance outperforms the Euclidean distance as a 
comparison method for our data. This can also 
be clearly seen in the Recognition Rate achieved 
by each of these two distances for a FAR = 
0.1%: the Manhattan distance wins out at 81.8% 
against 77.7%. 
 
The performance curves for the Manhattan 
distance are shown Fig. 1. 
 
This figure shows the False Rejection Rate 
(FRR) and False Acceptance Rate (FAR) curves 
as a function of system tolerance for the use of 
the face modality only with Manhattan distance. It 
shows that initially (for zero tolerance), FRR = 1 
and FAR = 0, and that as tolerance increases, 
FRR decreases while FAR remains almost zero. 
The two curves cross at the point (0.2382; 
0.006). The FAR then increases until it reaches 
1, while the FRR becomes zero. We can clearly 
see this evolution in the Fig. 1. 

 
Table 1. Results obtained with the face only 

 

Distance function GAR at FAR = 0.1% EER AUC 

Manhattan 81.8% 0.6% 98.9% 
Euclidean 77.7% 0.6% 98.875% 
Correlation 1.125% 8.0% 94.55% 
Cosinus 70.4% 2.15% 98.753% 
Chebyshev 75.675% 6.0% 98.133% 
Spearman 80.6% 4.2% 98.523% 

 

 
 

Fig. 1. False Reject Rate (FRR) and False Acceptance Rate (FAR) curves as a function of 
system tolerance 
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Fig. 2. DET curve of the system using the face modality only with the Manhattan similarity 
method 

 
This curve represents FRR as a function of FAR, and shows quite clearly the evolution of customers 
rejected by the system compared to imposters accepted. 
 

 
 

Fig. 3. ROC curve for the system using the face-only modality with the Manhattan similarity 
method 

 
The figure above shows the Receiver Operating 
Characteristic (ROC) curve for the facial 
recognition system. This curve is commonly used 
to evaluate the performance of a biometric 

system, as it provides a compact representation 
of performance for different parameter 
configurations in a single curve, enabling 
objective comparison between different systems. 
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The curve represents the relationship between 
legitimate and false acceptance rates for different 
decision threshold values. The AUC (Area Under 
Curve) of the ROC curve is a measure of system 
efficiency, representing the area under the curve. 
An AUC value of 1 indicates perfect 
performance, while a value of 0 indicates zero 
performance. For our facial recognition system, 
the AUC is 0.989, showing that the system is not 

yet perfect, but is capable of recognizing and 
authenticating individuals. 
 

4.2 Presentation of the Results of Facial 
Recognition Fused with Skin Color 

 
Integrating skin color into the recognition process 
gives us the following results: 

 

− For a number of clusters = 3 
 

Table 2. Results of facial recognition merged with skin color for 3 clusters 
 

Distance function GAR at FAR = 0.1% EER AUC 

Manhattan 62.7% 15.0% 89.457% 
Euclidean 58.6% 25.0% 79.04% 
Correlation 0.18% 37.4% 67.776% 
Cosinus 0.132% 42.65% 63.318% 
Chebyshev 40.4% 30.0% 72.964% 
Spearman 72.7% 4.65% 98.261% 

 

− For a number of clusters = 5 
 

Table 3. Facial recognition results merged with skin color for 5 clusters 
 

Distance type TR at TFA = 0.001 TEE AUC 

Manhattan 61.8% 25.0% 81.589% 
Euclidean 66.8% 25.0% 78.839% 
Correlation 0.159% 39.0% 65.971% 
Cosinus 0.135% 35.6% 67.826% 
Chebyshev 40.51% 30.0% 72.658% 
Spearman 70.6% 8.3% 97.244% 

 

− For a number of clusters = 10 
 

Table 4. Results of face recognition merged with skin color for 10 clusters 
 

Distance function GAR at FAR = 0.1% EER AUC 

Manhattan 81.8% 5.0% 94.05% 
Euclidean 77.7% 5.0% 93.988% 
Correlation 0.095% 48.4% 60.108% 
Cosinus 0.095% 47.2% 61.905% 
Chebyshev 70.321% 7.0% 93.114% 
Spearman 51.8% 9.7% 94.837% 

 

− For a number of clusters = 20 
 

Table 5. Results of facial recognition merged with skin color for 20 clusters 
 

Distance function GAR at FAR = 0.1% EER AUC 

Manhattan 86.8% 0.55% 98.925% 
Euclidean 78.6% 1.0% 98.865% 
Correlation 0.12% 45.4% 60.582% 
Cosinus 0.12% 45.4% 61.032% 
Chebyshev 70.386% 6.3% 97.83% 
Spearman 18.6% 14.0% 93.918% 
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− For a number of clusters = 30 
 

Table 6. Results of facial recognition merged with skin color for 30 clusters 
 

Distance function GAR at FAR = 0.1% EER AUC 

Manhattan 86.8% 0.55% 98.925% 
Euclidean 78.6% 1.0% 98.865% 
Correlation 0.118% 46.05% 61.378% 
Cosinus 0.118% 46.05% 62.05% 
Chebyshev 70.386% 6.3% 97.83% 
Spearman 20.368% 25.1% 84.095% 

 

− For a number of clusters = 40 
 

Table 7. Results of facial recognition merged with skin color for 40 clusters 
 

Distance function GAR at FAR = 0.1% EER AUC 

Manhattan 86.8% 0.55% 98.925% 
Euclidean 78.6% 1.0% 98.865% 
Correlation 0.131% 43.2% 62.105% 
Cosinus 0.131% 43.2% 62.255% 
Chebyshev 70.386% 6.3% 97.83% 
Spearman 4.5% 27.6% 81.043% 

 
From these tables, we can see that the adaptive 
fusion of facial features and skin color leads to a 
degradation in system performance for all 
comparison methods with cluster numbers below 
20. For a number of clusters greater than or 
equal to 20, we note that the EER drops only for 
the Manhattan distance, compared with the EER 
obtained with this same distance before feature 
fusion. Results deteriorate for all other 

comparison methods, but improve for the 
Manhattan distance. The improvement here is in 
terms of Recognition Rate and threshold at FAR 
= 0.1% as you can see in Table 5 where we went 
from 0.6% to 0.55% as EER, from 81.8% as 
GAR for face only to 86.8% and from 98.9% to 
98.925% as AUC. These performances are 
illustrated in the figures below: 

 

 
 

Fig. 4. False Rejection Rate (FRR) and False Acceptance Rate (FAR) curves plotted against 
system tolerance after fusion 
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This figure shows the False Rejection Rate (FRR) and False Acceptance Rate (FAR) curves as a 
function of system tolerance, after fusion of facial features and skin color with Manhattan distance. 
The evolution of the two curves is the same as that of the curves in Fig. 4, with the particularity that 
they meet at the point (0.6389; 0.0055). 
 
The ROC curve gives us: 
 

 
 

Fig. 5. ROC curve of the system after feature fusion using the Manhattan distance method 
 
The ROC curve shows that after adaptive feature 
merging, the AUC rises from 98.9% to 98.925%. 
 
These results show that the adapted fusion 
strategy of face features and skin color with 
Manhattan distance improves the performance of 
our system obtained with face only. 
 

4.3 Discussion 
 
In our work, we first implemented a mono-
biometric face-based system. Then, we 
integrated the skin color metadata to validate our 
initial hypothesis: an adaptive fusion of facial 
features and skin color would considerably 
improve recognition performance. The results 
obtained confirm this hypothesis: we went from a 
EER of 0.6% to 0.55% and an AUC of 98.9% to 
98.925%. Our fusion strategy takes into account 
the skin color metadata only when it is likely to 
improve the score. In so doing, our system is 
sometimes mono-biometric, sometimes multi-
biometric. This is worrying in the sense that 
mono-biometric systems are more prone to 
problems of performance limitation and 

vulnerability to identity theft than multi-biometric 
systems. In the case of impostor images that 
manage to satisfy the skin color condition before 
the implementation of our system, we feared a 
degradation in the robustness of the system 
obtained after this adaptive fusion compared with 
the monomodal system designed before the 
fusion. However, our concerns were allayed after 
implementation of the adaptive fusion, with the 
decrease in EER. In fact, EER being the rate of 
equal error, the point of intersection between 
False Rejection Rate and False Acceptance Rate 
is a parameter that perfectly reflects the 
performance and robustness of a system. So 
lowering the EER ensures that our adaptive 
fusion does not increase performance at the 
expense of robustness, but rather effectively 
reconciles the two. 
 

5. CONCLUSION 
 
The near-absence of multi-origin biometric 
systems with a fusion strategy in feature space 
prompted us to conduct research in this direction. 
Based on existing and well-known methods such 
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as the HOG descriptor, the FaceNet 
convolutional neural network, the k-means 
algorithm and image segmentation in different 
color spaces, we proposed an adapted fusion of 
facial features and skin color. The results 
showed that the joint use of face and skin color 
recognition led to a significant improvement in 
the performance of the recognition system 
compared to using each source of information 
independently. This strategy improved the 
performance of the face-only system. 
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